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Abstract
We measured the attenuation of signal strength for Telos-

class motes between 25 °C to 65 °C, with a maximum loss
of 8 dB at 65 °C. A linear model for the combined reduc-
tion of the transmit power and receiver sensitivity is pre-
sented, which suggests significant impact on the transmis-
sion range and network services. Path loss and link budget
analysis indicate a communication range reduction of up to
60%. Network simulations show that the maximum range
reduction severely decreases average node connectivity and
disrupts multihop data collection. When the received sig-
nal strength (RSS) values are used for localization without
temperature compensation, ranging error increases by up to
150%. Moreover, Cramér-Rao Bound (CRB) analysis shows
that even when the RSS values are compensated, localization
errors increase as a result of reduced connectivity.

Categories and Subject Descriptors
C.4 [Performance of Systems]: Modeling techniques

General Terms
Design, Measurement, Performance, Reliability

Keywords
Temperature, Signal Strength, Variability, CC2420, Link

Budget, Connectivity, Localization, Cramér-Rao Bound.

1 Introduction
Our research requires implementation of outdoor sensor

networks in the Sonoran Desert of the southwestern United
States, where daily summertime temperatures may vary from
25 °C to 45 °C, and temperatures in an exposed enclosure
may reach 65 °C. In this harsh environment, we performed an
RF site survey over several days using Telos-class motes. We
observed a reduction in the signal strength that was strongest
at the hottest time of day, resulting in a daily cycle as shown
in Fig. 1. Similar variations were observed during experi-
ments with WSNs for smart containers [6].
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Figure 1. Deployment area and measured RSS.

To our knowledge, the WSN literature has not focused on
the relationship between the link quality and the tempera-
ture. Lin et al. found a daily variation in the Received Signal
Strength (RSS) of around 6 dB, but they did not explore the
cause [7]. Thelen et al. mentioned an inverse relationship be-
tween the RSS and the temperature, but focused on humidity
[17]. Sun and Cardell-Oliver found that a link may perform
better during the day or at night, but suggested that humid-
ity or noise was the cause [14]. Other studies have identified
variations over shorter time periods without relating them to
temperature [11, 20].

After the original observation of RSS in the site survey
and additional qualitative experiments performed at vari-
ous transmission levels using 433 MHz and 2.4 GHz sen-
sor nodes, we attribute the periodicity of RSS measurements
to the temperature variation during the day. Evidence that
temperature decreases the efficiency of RF circuitry is found
in [2, 18, 19], but no data that completely quantify the losses
on mote hardware is available. The aim of our work is
to characterize the effect of temperature on commercially-
available sensor nodes, and to understand its implication on
Wireless Sensor Network (WSN) deployments. Comple-
mentary to the focus in this paper, work in [16] studies net-
working strategies to minimize the impact of thermal energy
generated by an environment-embedded (e.g. human) WSN.

In Sec. 2, we describe the experiments used to measure
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Figure 2. a) Example temperature profile at the receiver and RSS; b) RSS measurements when heating the transmitter,
and c) when heating the receiver.

the RSS when sensor nodes using the TI CC2420 radio are
exposed to a high temperature. We find that the RSS de-
creases linearly with the temperature. The resulting net de-
crease in RSS is about 8 dB for the transition from 25 °C to
65 °C. In Sec. 3 we show that this variation has a significant
impact on the link budget of sensor nodes using low-power
radios. In typical node configurations, the communication
range can decrease by up to 60%, causing severe reduction
in the network connectivity. In Sec. 4 and 5 we use the mea-
sured data in simulated scenarios to explore the effect of tem-
perature on network services such as multi-hop data collec-
tion and localization. We show that an elevated ambient tem-
perature can cause a large portion of the network to become
disconnected and that the reduction in the RSS, if not com-
pensated, can increase ranging errors by about 150%. Using
the Cramér-Rao Bound (CRB), we show that even when the
RSS values are compensated, localization errors increase due
to the reduced connectivity.

The measurements are specifically obtained for the
CC2420 transceiver that is used on some popular sensor
nodes; however, the aim of our work is more general - we
intend to bring awareness in the design and implementation
of sensor networks with nodes subjected to temperature ex-
tremes. For example, in the FireBug sensor network used
for wildfire monitoring, flame temperatures were reported to
reach 95 °C in a grass fire [4]. Also, in WSN applications
such as thermal monitoring in data centers, nodes can oper-
ate in temperature differences of more than 50 °C [15]. Us-
ing our data, a conservative design can be pursued to avoid
loss of connectivity precisely when such critical applications
require maximum reliability. We conclude the paper with
lessons learned from our experiments and possible solutions
to mitigate the temperature effects.
2 Thermal Effects on RSS

Our research uses the IEEE 802.15.4 compliant TI
CC2420 radio [3] in a Tmote Sky wireless mote [8]. Both
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Figure 3. Experimental Setup

the CC2420 and Tmote tolerate an operating range of -40 °C
to 85 °C. The CC2420 datasheet discusses the impact of tem-
perature only in the context of frequency stability for the
internal oscillator. However, the datasheet for the CC2400
does include graphs of the output power and receiver sen-
sitivity over its operating temperature range, including [2].
Over our 40 °C range of interest, the output power decreases
linearly at a rate of 0.75 dB per 10 °C and receiver sensitivity
at 1 Mbps decreases at a rate of 1 dB per 10 °C for a com-
bined reduction of 7 dB. In this section we measure the effect
of temperature specifically for the CC2420 transceiver.

2.1 Experimental Setup
We performed lab experiments using two motes to char-

acterize the effect of temperature on the signal strength. In
order to eliminate the noise from any external sources and
signal variability due to multi-path, the CC2420 radios on the
motes were connected using a coaxial cable and a sequence
of attenuators with nominal value of 60 dB (see Fig. 3).

The tests were performed by placing one of the two nodes
in a thermal chamber and then raising the initial temperature
to 45 °C and 65 °C before allowing the mote to cool down.
As shown in Fig. 2(a), each level was maintained for at least
45 minutes to ensure thermal equilibrium between the air and
the mote. The mote temperature was measured by the on-
board Sensirion SHT11 sensor.

The power readings were collected by averaging the RSS
over bursts of 10 packets transmitted every 40 sec, and sent at
the maximum transmission power of 0 dBm. We performed
a total of four trials, with each mote used as the transmitter
and receiver, inside and outside the temperature chamber.

2.2 Results
The RSS readings collected at different temperatures for

the transmitter and receiver are shown in Fig. 2(b,c). The
graphs show clumps of readings at 25 °C, 45 °C, and 65 °C
levels as described in the setup section above. The read-
ings at 65 °C show 4-5 dB decrease in output power from
the transmitter and 3 dB decrease in measured input power
by the receiver, for approximately 8 dB decrease combined.
We use a linear model to interpolate the data and quantify
the power loss at the transmitter and receiver. The equation
for the combined Temperature Loss (TL) in dBm is:

TL(T ) = 0.1996(T −25), (1)
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Figure 4. a) Contribution of the temperature losses by role; Absolute (b) and relative (c) reduction in communication
range for log-distance and two-ray models (simulation parameters: P0 = −45 dBm, d0 = 1 m and Ps = −94 dBm).

where T is the temperature in the range 25 � T � 65. The
impact of TL on the RSS is shown in Fig 4(a).

The losses measured when the transmitter is heated are
similar, although slightly higher, to those reported by Ya-
mashita et al. [19]. They used the CC2420 radio in a new
mote and showed a linear decrease in the output power sim-
ilar to the CC2400 datasheet, attributing the effect to a lack
of thermal compensation in the CC2420 radio.

Additionally, we performed tests to measure the Packet
Error Rate (PER) when the signal reaches values close to the
transceiver sensitivity1. We controlled the power of the sig-
nal transmitted over the coaxial cable using a few additional
attenuators. Once again we raised the mote temperature from
25 °C to 65 °C. We observed that regardless of the receiving
mote’s temperature, when the receiver’s RSS reading fell be-
low a particular value, for example -90 dBm, its PER began
to increase. We therefore conclude that the losses observed
when the receiver is heated (see Fig. 2a) are not due to a
malfunction in the circuitry that measures the RSS, but they
effectively correspond to a decreased ability of the radio to
demodulate signals with low power. Our findings are consis-
tent with the work of Wu et al. [18], where the temperature is
shown to decrease the efficiency of the Low Noise Amplifier 2

(LNA) stage in a CMOS receiver.

3 Communication Range
Using (1), we can estimate the effect of temperature on

the maximum communication range between two sensor
nodes. We use the Log-Distance Path Loss model, which
is commonly adopted for the link budget analysis in wireless
communication. Under this model, the received power when
the two nodes are at a distance d can be written as:

Pr(d) = Pr(0)−10np log(d/d0), (2)

where Pr(0) is the received power measured at the reference
distance d0, and np is the path loss exponent, a parameter
that depends on the environment where communication oc-
curs (typical values are between 2 and 4, [13]). In the ab-
sence of in-band interference, the probability of successfully
receiving a radio message is high when Pr(d) is above the
radio sensitivity Ps, and then it rapidly decreases to zero as

1The IEEE 802.15.4 standard defines receiver sensitivity as the threshold power
level to achieve less than 1% PER [1].

2The LNA is the circuit used to amplify the RF signal received from the antenna.

Pr falls below Ps. When the temperature affects communi-
cation, the additional loss decreases the received power and
thus reduces the radio range. We define the maximum com-
munication range Rmax as the maximum value d that satisfies
the inequality:

Pr(d)−TL(T ) � Ps. (3)

Given a pair of wireless devices, and fixed parameters for the
path loss model, the value Rmax is a function of the temper-
ature. Fig. 4(a) reports Rmax(T ) for different values of the
path loss exponent np. In addition to the log-distance path
loss model, we also report the effect of temperature when
the signal fades following the two-ray propagation model
[12]. In a previous work we have experimentally verified
that this model accurately describes the received power when
nodes operate in uncluttered outdoor environments where re-
flections from the ground are the only significant source of
multi-path [5]. In Fig. 4(b) we report the relative reduction
in communication range as a function of the temperature
increase. In all cases the maximum range significantly de-
creases, with reduction of up to 60% (log-distance) and 40%
(two-ray) of the original value.
4 Multi-Hop Data Collection

Many outdoor applications such as environmental mon-
itoring and precision agriculture require the monitoring of
slowly varying signals such as the temperature and humidity
over large areas. To keep the deployment and maintenance
costs low, sensor nodes often are placed in a sparse configu-
ration to minimize the number of units that cover the moni-
tored area. However, since messages must be routed through
a few radio links, communication is intrinsically more prone
to failures, and accurate analysis of the link budget in the
initial phase is critical to ensure reliable networking.

In this section we use simulation to show the effect
of temperature on the network connectivity and common
source-to-sink data collection applications. Consider the
random topology shown in Fig. 5, where 49 nodes are de-
ployed over a square region measuring approximately 250 m
× 250 m, with Node 1 being collection sink. We obtain the
network connectivity shown in Fig. 5 using the log-normal
shadowing model [12] to simulate the path loss between
pairs of nodes. Compared to the log-distance loss model
used in Sec. 3, this model accounts for additional variability
in the received power due to shadowing of the signal caused
by obstructions in the deployment area. The received power
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Figure 5. 7x7 node network simulation of network connectivity degradation with temperature. Node positions are gen-
erated using a Noisy Grid deployment model. Wireless parameters: P0 = −45dBm, d0 = 1m, np = 2.5,σdB = 3dBm,
Ps = −94dBm. a,b,c) Network topology at temperature = 25 °C, 45 °C and 65 °C; d,e,f) Effect of temperature on con-
nectivity, % of nodes that can reach the sink, and average hop count to the sink, respectively.

(in dBm) at distance d is modeled as a random variable:

Prs(d) = Pr(d)+ ΔS, (4)

where Pr(d) is the value defined in (2) and ΔS is a zero-mean
random variable with normal distribution N (0,σdB).

Fig. 5(a) shows the initial network state at 25 °C, where
on average each node has around nine neighbors and 100%
of nodes have a path to the sink. As the temperature rises
to 65 °C, the reduction in communication range previously
described steadily reduces the average node connectivity as
shown in Fig. 5(b,c,d). Near the upper limit of the temper-
ature range the percentage of nodes connected to the sink
drops abruptly and the average path length increases dramat-
ically as shown in Fig. 5(e,f). These changes occur typically
when a critical node close to the sink loses connectivity to it.
By this point many nodes have come to include that critical
node in their path downstream to the sink, therefore when its
link fails a large number of nodes become disconnected. Al-
though the plots in Fig. 5 are relative to a specific topology,
we have observed similar effects in many of our simulations.

5 Localization
In many WSN applications of practical interest, knowl-

edge of the node positions is required to correctly evaluate
the network results and to implement network services such
as geographical routing and location-based query engines.
Since use of a GPS receiver on every sensor node is not
a cost-effective solution, alternative localization approaches
have been actively researched over the past few years. Exist-
ing solutions can be grouped into range-based and range-
free schemes depending on whether they use estimates of

ranges (e.g. distances) or they are based on proximity infor-
mation (e.g. radio connectivity). Here we are interested in
the case where both range and connectivity information are
obtained by measuring the RSS between pairs of nodes. Al-
though this is an appealing approach because no additional
hardware is required, we show that temperature is a source
of error that reduce the localization accuracy.
5.1 Ranging using Signal Strength

Consider the case where the received power follows the
log-normal shadowing model described by (4). Given two
nodes i and j at distance di j, the average RSS is given by
Pi j = Pr(d)+δi j , where δi j is a sample from the distribution
N (0,σdB). The Maximum Likelihood Estimate (MLE) [9]
for the distance di j is given by the following expression:

d̂i j = d010(P0−Pi j)/10np . (5)

If the variance of the shadowing model were zero (δ i j =
0,∀i, j), the expression above would produce the correct
value of di j. In general, however, the presence of the term
δi j �= 0 is a source of error in the distance estimates. When
the temperature affects the radio communication, the losses
at the transmitter and receiver produce additional variations
in Pi j and increase the estimation error. Consequently, Pi j =
Pr(di j)+ δi j −TL(T ). Using (2) we derive an analytical ex-
pression for the ranging error:

e(di j,T ) = d̂i j −di j = di j

(
10

δi j−TL(T )
10np −1

)
. (6)

We see above that the combined error is proportional to the
distance di j and it grows with the temperature. Fig. 6(a)
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Figure 6. Ranging Error and Cramér–Rao Bound.

shows the average ranging error for three pairs of nodes
placed 10, 35 and 65 meters apart, respectively, with n p = 3,
σdB = 4 dBm. We observe the error to increase by about
145% in the range between 25 °C and 65 °C. Although the
effects on localization accuracy will vary depending on the
localization scheme used, the effect of the temperature on
the received power should be taken into account in order to
avoid large errors in the position estimates.

5.2 Cramér–Rao Bound Analysis
If nodes have temperature sensors, the contribution of

TL(T ) can be removed from the average RSS in order to
avoid the large ranging errors described in the previous sec-
tion. However, even if the RSS is compensated, the reduction
in the communication range will decrease the connectivity of
the network and reduce the number of range estimates avail-
able to localize each node, resulting in increased localization
error. We use the Cramér–Rao Bound (CRB) [9] to evalu-
ate the effects on localization when the network connectiv-
ity decreases as a result of increased temperature. Fig. 6(b)
shows the CRB when the range information obtained from
RSS measurements are used to localize the topology in Fig. 5
using four nodes near the corners of the network as anchors.

As temperature reduces connectivity, the localization er-
ror rapidly increases, up to the point (~47 °C) where not
enough range estimates are available to produce meaningful
results. In the same figure we show the CRB computed us-
ing connectivity information [10]. The plot shows that while
the accuracy initially is lower, temperature has less effect on
a connectivity-based localization scheme. In fact, for RSS
ranging no information is available from a pair of nodes un-
able to communicate, while a connectivity-based scheme is
able to use “disconnected” nodes as information for localiza-
tion. In general our simulations show that in sparse outdoor
networks where nodes have a few neighbors, a connectivity
based scheme may achieve better results, and it is more ro-
bust to decreases in connectivity due to temperature losses.

6 Conclusions
Our lab experiments confirmed the decrease in RSS that

we originally observed outdoors when temperatures rose
from 25 °C to 65 °C. We found the decrease to be linear and
ranged up to 8 dB at 65 °C. We estimated the effect of the de-
crease on a node’s communication range, and then used sim-
ulations to show its significant impact on network connectiv-
ity and services such as multi-hop data collection and local-
ization. We make the following concluding observations:

• Our experiments used only the CC2420 radio on the Tmote
Sky mote. Given the potential impact of temperature on
the link budget of motes, we recommend similar investi-
gations and characterization of temperature effects on the
specific nodes used in a particular application.

• Temperature sensors should be included in each sensor
node. Temperature awareness allows for compensation of
the RSS variation and avoids large errors in localization.

• Sensor placement, enclosure and proper thermal insulation
should be carefully evaluated to mitigate the effect of ex-
posure to the sun or other heating sources.

• If the application tolerates communication delay, reliabil-
ity may be improved by deferring communication to cooler
time periods, e.g. during late night or early morning.
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